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Abstract We present a preliminary simulation toward the

control of the Cope rearrangement of the most stable isomer of

methyl-cyclopentadienylcarboxylate dimer. An experimental

investigation of the dimerization of methyl-cyclopentadie-

nylcarboxylate has been carried out. It shows that the most

stable isomer of the dimer, the Thiele’s ester, is the major

product of the dimerization. The simulation takes it as the

initial state for the further control of the Cope reaction. The

aim of the simulation is to examine the possibility of laser

control to form the target product, not detected during the

dimerization. The relevant stationary states have been char-

acterized at the DFT B3LYP level, particularly the Cope

transition state in which the dimer is connected only by a

single bond r1. A minimum energy potential surface has been

computed in a two-dimensional subspace of two bounds r2 and

r3 which achieve the dimerization and have a very high weight

in the reaction path from the Cope TS to the two adducts.

Quantum wave packet optimal control simulation has been

studied in a one-dimensional model using an active coordinate

r� ¼ r3 � r2 which nearly corresponds to the reaction path.

The stability of the optimal field against dissipation is exam-

ined by a non-Markovian master equation approach, which is

perturbative in the system-bath coupling but without limita-

tion on the strength of the field.

Keywords Cope rearrangement � Diels–Alder reaction �
Optimal control � Dissipative dynamics � Non-Markovian

quantum master equation

1 Introduction

Experimental control in condensed phase by feedback

loops is now a very efficient technique to modify reactivity
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[1]. As discussed in this recent review [1], numerical

simulations in complex systems are usually too simplified

to be really predictive in laser design since experiments

automatically work with exact systems without any

knowledge of the molecular Hamiltonian. However, sim-

ulations remain important in this context to explore the

feasibility of control in different systems, analyze the

mechanism and particularly the role of the surrounding.

Therefore, to induce future progress in experiment–theory

interplay, it is crucial to develop efficient numerical

methods to simulate laser control in complex systems.

In this work, we present a preliminary analysis of a pos-

sible interesting candidate for a control of a Cope rear-

rangement in the framework of the Diels–Alder reaction. We

focus here on the Cope rearrangement of the dimer of methyl-

cyclopentadienylcarboxylate. The first step is an experi-

mental exploring of the dimerization to identify the major

adduct and justify that we can take it as the initial state for a

further control of its Cope rearrangement. In a second step, a

full determination of all minima and transition states (TS)

connecting different isomers has been carried out to charac-

terize the reactant and the target for the isomerization control.

Finally, we take this molecular system to calibrate a strategy

for simulating control in a surrounding. We present here the

first results suggesting the feasibility of the control.

Control of isomerization reaction by designed laser pulses

in a thermal environment has been frequently investigated

since the early days of laser chemistry [2–21]. Isomerization

involves transfer from a potential well to another one and

different control strategies have been suggested either in the

UV domain via the electronic excited states in the pump and

dump scheme [6–11] or in the infrared range in the ground

electronic state by overcoming the barrier via the delocalized

highly excited vibrational states [2–5, 12–21]. We focus here

on a particular isomerization involving a Cope rearrangement

inspired by a pioneering theoretical investigation about a

Cope rearrangement in substituted semibullvalenes [2]. It is

well-known that the surface surrounding the Cope transition

state (TS) of a pericyclic rearrangement is very flat leading to a

large barrier and well-localized vibrational ground states in

each well with negligible tunnel effect. Few years ago, we

have studied the dynamics of the dimerization of cyclo-

pentadiene in the bifurcating region connecting the TS1 of C2

symmetry and the Cope TS and examined the possibility of

preparing shaped wave packets in this region by optimal

control theory (OCT) [22]. Here, we want to control the Cope

rearrangement, and therefore, we choose a situation with a

substituted cyclopentadiene so that the two isomers connected

by the Cope TS are sufficiently different to be easily detected

after control. The dimerization of methyl-cyclopentadie-

nylcarboxylate (1) can involve different isomers but the major

product is known to be Thiele’s ester 2a (Scheme 1) [23]. This

ester is the reactant for the control and the target is the product

of the Cope rearrangement of this later. An extensive inves-

tigation of all the possible conformers has been carried out by

quantum chemistry at the B3LYP level to determine the rel-

evant minima and the Cope TS. A two-dimensional potential

energy surface in a selected subspace and the dipole moment

surfaces have been calculated.

Quantum control by optimally shaped laser pulses exploits

fine quantum interferences in the system and is therefore

extremely sensitive to decoherence due to the uncontrolled

surrounding. We adopt here the optimal control theory (OCT)

in which the laser field is optimized on a temporal grid [24]. It

is obvious that simulation of control in a complex system

must involve a simplified quantum model and the full

dimensional potential energy surface is often approximated

by the system-bath model of a molecular subsystem bilin-

early coupled to a harmonic bath describing the environment

[25]. At this stage, different dynamical strategies can be

followed: an extensive quantum computation with the mul-

tilayer multi-configuration time-dependent Hartree

(MCTDH) up to some hundreds of atoms [26] or dissipative

dynamics in which the surrounding is taken into account by a

global spectral density [27]. Here, we implement a non-

Markovian dissipative dynamics in the density matrix for-

malism valid at the second order in the system-bath coupling

but with no limitation on the strength of the field [28]. Such a

time non-local non-Markovian approach with a memory

including the whole dynamics from the initial time allows

that the surrounding and the system have similar dynamical

timescales leading to easy energy exchanges. Following the

particular Meier–Tannor parameterization of the spectral

density of the bath [28–30], the field-dressed dissipation is

treated by a set of auxiliary matrices implicitly containing the

memory terms and coupled to the system. This leads to a

local dynamics which remains, however, difficult to manage

numerically and up to now has been applied on model or

small systems. Our aim is to calibrate the auxiliary matrix

Scheme 1 Formation of dimer 2a and its Cope rearrangement
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method in a large system. We begin by an analysis of a one-

dimensional model along a particular scan connecting the

reactant and the target. An optimal field is designed in the

system and we analyze the stability of the control in various

environments with different frequency cutoffs, coupling

strengths and temperatures. In this work, we want to con-

centrate on the dissipation effects on an optimal control field.

To this end, an optimal control field was constructed without

the influence of the bath, and subsequently, in a second step

used in a dissipative environment. The inclusion of the bath

into the control scenario and thus the study to which extent

optimal control theory can compensate for dissipative effects

is the subject of current studies, which will be presented on

the future.

2 Chemistry of dimerization

The aim of this experimental section is (1) to justify that it is

realistic to propose Thiele’s ester as the initial state of an

isomerization laser control because it is the major adduct of

the dimerization of methyl-cyclopentadienylcarboxylate, (2)

develop reaction conditions and (3) fully characterize all the

products of the dimerization. The monomer exists in three

tautomeric forms (1a, 1b, and 1c; Scheme 2) which are in

rapid equilibrium [31]. It is well-known that this species is

highly reactive and undergoes dimerization (via a Diels–Alder

cycloaddition) to yield Thiele’s ester (2a) [23, 32–34].

Since its high reactivity, methyl-cyclopentadienylcarbox-

ylate (1) cannot be isolated and must be synthesized in situ,

just prior to its use. We thus have prepared the corresponding

anion, lithium carbomethoxycyclopentadienide (4), by treat-

ment of cyclopentadiene with sodium hydride in THF, fol-

lowed by addition of dimethyl carbonate [35]. This procedure

gives cyclopentadienide 4, which is stable and can be stored

for months, in 74 % yield. Formation of diene 1 was per-

formed by adding a saturated solution of NH4Cl to a dichlo-

romethane solution of 4. Under these conditions, anion 4

undergoes a rapid protonation to yield the desired methyl-

cyclopentadienylcarboxylates (1a–c). As mentioned previ-

ously, these later are highly reactive and undergo a rapid

dimerization (by Diels–Alder reaction). Previous reports

indicate that after purification this experiment affords Thiele’s

ester [32–34]. However, analysis of the crude mixture

revealed that there is not just one product which is formed but

three (2a, 2b, and 2c) in a 63/20/16 ratio. These three adducts

could be separated by column chromatography and analyzed

by nuclear magnetic resonance (NMR), high resolution mass

spectrometry (HRMS) and infrared spectroscopy (see Elec-

tronic Supplementary Material).

Scheme 2 Synthesis and

dimerization of methyl-

cyclopentadienylcarboxylate
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First, 1H and COSY NMR analysis of the major product

showed a perfect concordance with reported data [36] and

confirmed that it is Thiele’s ester (2a). HRMS analysis then

confirmed the C14H16O4 molecular formula for the two

minor compounds; these later being thus indeed also

dimeric forms. A detailed NMR study (1H, 13C, COSY,

HMQC, HMBC) of these two compounds allowed identi-

fying 2b and 2c as possessing the structure showed in

Scheme 2 (the localization of the ester function on the

double bond in 2c could not be determined).

It is important to note that these two isomers (2b and 2c)

do not come from the same arrangement of reactants as the

one leading to Thiele’s ester or the product of its Cope

rearrangement. And this later could not be detected in the

crude mixture.

3 Quantum chemistry investigation

All the calculations have been performed with the Gaussian

suite of programs [37] at the B3LYP level [38] using the

double f basis set 6-31G(d) [39]. As described by Spino

et al. [31], methyl-cyclopentadienylcarboxylate can exist in

three equilibrium isomers noted 1a, 1b, and 1c but only a

combination of the diene with the ester in the 2-position

(1c) and 1 position (1b) could give rise to the Thiele’s ester

adduct [23]. 2b and the two forms of 2c products are 4.2

and 4.5/4.9 kcal less stable than 2a. It can be noted that the

heat of formation is higher for 2a (16.6 kcal) than the one

for 2b (12.4 kcal) and 2c (13.9/13.5 kcal).

This Diels–Alder reaction can be described as a two-step

mechanism as previously analyzed in the dimerization of

unsubstituted cyclopentadiene [22]. Depending on the

conformation of both ester fragments, four geometric

arrangements can be obtained as stationary points. All the

calculations have retained the most stable one. A first

transition state structure (TS1) has been located as for the

unsubstituted cyclopentadiene addition with the formation

of a single bond between both cycles. This first bond is

equal to 2.007 Å and will be noted r1 It is associated with a

imaginary frequency of 369.89 cm-1. Following this

coordinate, the Cope TS is reached at r1 = 1.644 Å which

is 3.402 kcal more stable than the first transition state

(TS1). At that point, the normal mode of the 80.05 cm-1

imaginary frequency is associated with the formation the r2

and r3 bonds respectively. The adduct with r1 and r2 bonds

is the Thiele’s ester which defines the barrier height of

26.8 kcal (1.16 eV). This minimum is 10.4 kcal (0.45 eV)

more stable than the other adduct with r1 and r3 bonds. The

energy and the values of the three important coordinates r1

r2 and r3 are reported in Table 1. The three equilibrium

structures of the Cope TS and the two adducts are depicted

in Fig. 1. C1 and C2 atoms define the z-axis and the x-axis

is in the C1–C2–C3, plane.

The computed higher stability (by 10.4 kcal/mol) of

Thiele’s ester as compared to adduct r1 - r3, and the

barrier to isomerization for this latter, suggest that exper-

imentally (at room temperature), among these two adducts,

only Thiele’s ester should be observed. This in good

agreement with our expermiental results which showed the

formation of Thiele’s ester but did not allow detecting

adduct r1 - r3 in the crude mixture (vide supra).

Starting from the Cope TS structure, IRC has been

searched along the forward and reverse directions in mass-

weighted cartesian coordinates. The reverse branch could

lead to the most stable minimum but stops after six steps.

Using the standard Z-matrix, the optimization along all the

others coordinates leads to the vicinity of the minimum but

stops at r2 distance equals to 1.693 Å while the adduct

distance at equilibrium is 1.57 Å and is 6.0 kcal more

stable than this last IRC point. As well in cartesian coor-

dinates or using Z-matrix description, the forward branch

comes back and does not go in the hoped direction. In the

surrounding of the TS, the surface is particularly flat. To

overcome this problem, another starting point has been

arbitrarily chosen setting the r3 distance to 2.6 Å. At that

non-equilibrium structure, the Hessian matrix has a nega-

tive eigenvalue and the associated eigenvector is mainly

defined by r3. Such a way, the IRC starts in the right

direction and stops near the second minimum with

r2 = 3.43 Å and r3 = 1.63 Å to be compared to the opti-

mized structure values which are 3.45 and 1.63 Å

respectively.

In order to obtain a more complete description of the 1D

model, a scan of r2 and r3 by steps of 0.5 Å has been

performed starting from the TS structure in Z-matrix

description without any other constraints up to 1.45 Å for

both bonds. This 1D scan well connects the three station-

nary points. It can be noted the good agreement between

the three bond lengths obtained by the 1D scan and the

selected IRC points. The r1 distance lies in the range of

1.57–1.64 Å at the Cope TS. This scan is the one-dimen-

sional model for the preliminary control of the

Table 1 Energy and geometry of the main stationary points

TS1 TS cope Adduct r1 - r2 Adduct r1 - r3

E 30.2 26.8 0.0 10.4

r1 2.0 1.6 1.6 1.6

r2 3.0 2.7 1.6 3.4

r3 3.0 2.8 3.5 1.6

E relative energy in kcal with respect to Thiele’s ester minimum.

Coordinates r1, r2, r3 are in Å
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rearrangement. The potential energy curve as a function of

r� ¼ r3 � r2 and two dipole components selected for the

control are shown in Fig. 2. Ab initio points are computed

in the interval 1.45–3.50 Å and extrapolation is performed

in order to get walls for the wave packet dynamics.

Next, a 2D map has been explored in a large range of r2

and r3 from 1.2 to 4.6 Å by steps of 0.1 Å by optimization

of all the 3 N-8 degrees of freedom. This map contains

35 9 35 points. For very short distances, the energy of

several points has been extrapolated. For large distances,

another problem occurs: r1 is abruptly broken. Therefore,

to obtain a complete map with realistic walls as required

for future 2D dynamics which mainly explores the central

region of the grid, most of the points of the upper corner

have been optimized following r2 and r3 with a r1 distance

set just before breaking mainly in the range of 1.7 Å. The

map drawn in Fig. 3 have been obtained by the SAS spline

fitting procedure [40].

Fig. 1 Equilibrium geometry of

the three stationary states

involved in the control

simulation. Upper panel: Cope

TS with bond r1 already formed.

Lower right panel: Thiele’s

ester which is the lowest energy

adduct obtained by forming the

r2 bond. Lower left panel: the

target resulting from the

formation of the r3 bond.

The atoms noted C1, C2 fixes the

orientation of the z-axis.

The x-axis is in the plane

C1, C2, C3

Fig. 2 Left panel: one-

dimensional minimum potential

energy curve along the active

coordinate r� ¼ r3 � r2, right
panel: the dipole moment

components chosen for the

control
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4 Model and methods

4.1 System-bath model

We consider a one-dimensional model with an active

coordinate r� ¼ r3 � r2. The potential energy Vðr�Þ curve

and the components of the dipole moment are shown in

Fig. 2. In the r2, r3 subspace, we adopt a Cartesian kinetic

energy operator with no cross-term what is justified since

both coordinates have no common atom. The correspond-

ing masses are l2 = l3 = lC/2 with lC being the mass of a

C atom. By taking linear combinations r- = r3 - r2 and

r? = r3 ? r2, the kinetic energy remains separable and the

part related to the r- = r3 - r2 coordinate is Tr� ¼
� �h2

2l�
o2

or2
�

with l� ¼ l2=2 ¼ lC=4. The model Hamiltonian

describing the system and the bath is

HðtÞ ¼ HSðtÞ þ HB þ HSB þ Hren ð1Þ

with HSðtÞ ¼ Tr� þ Vðr�Þ þWðr�;EðtÞÞ where

Wðr�;EðtÞÞ ¼ �
P

j ljðr�ÞEjðtÞ describes the light-matter

interaction at the electric dipolar approximation and j

denotes the chosen linear polarizations of the field. In this

expression, HB ¼
PN

i¼1 Ti þ mix2
i q2

i =2
� �

is a collection of

harmonic oscillators which mimic the effects of the

remaining modes and the solvent environment. We

choose a bilinear coupling HSB ¼ �
PN

i¼1 ciqir� of the

system degree of freedom to the modes of the model

environment, which leads to a renormalization term Hren ¼
Cr2
�=2 with C ¼

PN
i¼1 c2

i =mix2
i . The coupling to the

environment is determined by the coupling coefficients

ci, the distribution of which is given by the spectral density

defined as

JðxÞ ¼ p
2

XN

i¼1

c2
i

mixi
dðx� xiÞ: ð2Þ

Within a perturbative approach, which is second order in

the system-bath coupling, the entire bath dynamics enters

into the system dynamics via the complex bath correlation

function, defined by

CðtÞ ¼ 1

2p

Z1

�1

dxJðxÞ cos xtð Þ coth bx=2ð Þ � i sin xtð Þ½ �

ð3Þ

with b ¼ 1=kBT .

4.2 Auxiliary density matrix method

Open systems are generally described within the density

matrix formalism [27–30, 41, 42]. The reduced density matrix

qSðtÞ associated with the system is obtained by tracing over

the bath coordinates. In the Nakajima–Zwanzig formalism

[43], qSðtÞ is solution of a reduced equation containing a

memory which depends on the whole history of the global

system-bath

_qSðtÞ ¼ LeffqSðtÞ þ
Z t

0

dt0Kðt; t0ÞqSðt0Þ ð4Þ

where we have supposed a factorizing initial condition

and where Leff �¼ �i HSðtÞ þ Hren; �½ � with �h = 1 and �; �½ �
designates the commutator. Within the weak system-bath

coupling (but not the light-matter interaction), the second-

order perturbation gives a tractable expression for the memory

kernel in which the bath only enters via its correlation function

C(t) and its Hermitian conjuguate �CðtÞ [28–30, 38, 39]

Kðt; t0ÞqSðt0Þ ¼ � x;Cðt � t0ÞeLSðt�t0ÞxqSðt0Þ
h i

þ x; �Cðt � t0ÞeLSðt�t0ÞqSðt0Þx
h i

ð5Þ

where we have noted x the active coordinate of the system

(x ¼ r� in our case) and LS�¼ �i HSðtÞ; �½ �. The basic

efficient idea of the auxiliary matrix method is to propose a

particular parameterization of the spectral density [28] as a

combination of Lorentzian functions so that C(t) can be

expressed as a sum over the poles in the complex plane and

takes a simple expression

Cðt � t0Þ ¼
Xn

k¼1

Ckðt � t0Þ ¼
Xn

k¼1

akeick t�t0ð Þ ð6Þ

A detailed derivation of these relations is given in Ref.

[30]. By inserting this expression for C(t), the integral of

Fig. 3 Minimum energy potential energy surface in the r2 and r3

subspace with optimization of all the 3 N-8 degrees of freedom. The

energy is given in eV and the successive contours are plot for

E = 0.02, 0.06, 0.1, 0.4, 0.7, 1.0, 1.1, 1.2, 1.6, 1.9, 2.2, 2.5, 3.0, 3.5,

4.0, 4.5, 6.0, 7.0, and 8.0 eV. Coordinates r2 and r3 are in Å
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the memory term is split into a sum of contributions for

each component k of the correlation function and each

partial integral is set equal to an auxiliary matrix

qkðtÞ ¼ iak

Z t

0

dt0eickðt�t0ÞeLSðt�t0ÞxqSðt0Þ ð7Þ

By taking the time derivative of this integral, one obtains a

set of coupled equations for the density matrix of the system

qSðtÞ and the n auxiliary matrices qkðtÞ. The main point is that

this technique allows us to carry out non-Markovian dynamics

by a system of coupled equations local in time.

At this stage, our contribution is an exploration of dif-

ferent numerical methods to get a stable solution in a

molecular system involving many states. Different strate-

gies exist to write the coupled system depending on the

definition of the auxiliary matrices and the parameteriza-

tion of Cðt � t0Þ and �Cðt � t0Þ. Two different matrices can

be connected to the real and imaginary part of each con-

tribution Ckðt � t0Þ [29] or, as discussed in Ref. [30], we

can attach only one matrix to each contribution Ckðt � t0Þ
but still consider two possibilities for �Cðt � t0Þ. We present

here only the working equations for which we have obtain

stable numerical results. We use

�Cðt � t0Þ ¼
Xn

k¼1

�akeick t�t0ð Þ ð8Þ

with the same ck as in Eq. (6). Then the equations take the

form

_qSðtÞ ¼ Leff qSðtÞ þ i
X

k

x; qkðtÞ½ � ð9Þ

qkðtÞ ¼ i

Z t

0

dt0eickðt�t0ÞeLsðt�t0Þðakqsðt0Þ � �akqsðt0ÞxÞ

_qkðtÞ ¼ ick þ LSð ÞqkðtÞ þ i akxqSðtÞ � �akqSðtÞx½ � ð10Þ

Finally, we give the operational relations for the ak and

the ck. If the spectral density is fitted by m Lorentzian

functions

JðxÞ ¼ p
2

Xm

k¼1

pk
x

xþ Xkð Þ2þC2
k

h i
x� Xkð Þ2þC2

k

h i ð11Þ

m couples of poles in the evaluation of Cðt � t0Þ come from

JðxÞ. The corresponding coefficients are

ak;1 ¼
pk

8XkCk
coth b Xk þ iCkð Þ=2ð Þ � 1½ �;

ak;2 ¼
pk

8XkCk
coth b Xk � iCkð Þ=2ð Þ þ 1½ �

ck;1 ¼Xk þ iCk and ck;2 ¼ �Xk þ iCk

ð12Þ

Besides, a number of poles in principle infinite but

finite in practice for a non-vanishing temperature come

from the hyperbolic cotangent function in Cðt � t0Þ. They

are

ak ¼ 2iJðimkÞ=b and ck ¼ imk ð13Þ

where mk ¼ 2pðk � mÞ=b are the Matsubara frequencies.

For �Cðt � t0Þ, one must take �ak;2 ¼ a�k;1,�ak;1 ¼ a�k;2 for

1\k�m and �ak ¼ ak for k [ m [30].

The coupled equations have been integrated by the split-

operator technique [44]. In matrix form, the system reads

_qSðtÞ
..
.

_qkðtÞ
..
.

0

B
B
B
B
@

1

C
C
C
C
A
¼

Leff ðtÞ � � � L� � � �
..
. ..

.

Ok LSðtÞ þ ick

..

. ..
.

0

B
B
B
B
@

1

C
C
C
C
A

qSðtÞ
..
.

qkðtÞ
..
.

0

B
B
B
B
@

1

C
C
C
C
A

ð14Þ

where Ok ¼ 1
2

ak L� þ Lþð Þ þ �ak L� � Lþð Þ½ � where Ok ¼
1
2

ak L� þ Lþð Þ þ �ak L� � Lþð Þ½ � with L� ¼ i x; :½ � (i.e., a

commutator) and Lþ ¼ i x; :½ �þ (i.e., an anticommutator). In

a more concise form, this can be written as

otq̂ðtÞ ¼ Ldiag þ Loff

� �
q̂ðtÞ

where q̂ðtÞ is a vector containing the system qSðtÞ and

auxiliary density matrices qkðtÞ, and Ldiag and Loff are the

diagonal and off-diagonal matrix blocks of Eq. (14) con-

taining the operators in Liouville space. By splitting the

diagonal and off-diagonal part, one gets q̂ðt þ dtÞ ¼
eLoffdt=2eLdiagdteLoffdt=2q̂ðtÞ. The diagonal part is applied on a

grid basis set by using the usual fast Fourier transform

between the position representation for the potential oper-

ator and the impulsion representation for the kinetic oper-

ator. The off-diagonal part is treated by a Cayley iteration

procedure [29, 45].

4.3 Optimal control

In a preliminary step, the field is designed by optimal

control theory without dissipation in the Hilbert space

and we examine the stability when dissipative dynamics

is used in the Liouville space with different spectral

densities and system-bath couplings. Optimizing directly

with the auxiliary matrices is in progress for a future

work. In the case of the dynamics without dissipation, we

can use the standard OCT approach based on the time-

dependent Schrödinger equation. The optimal field able

to drive the initial wave packet toward the target is

determined by variational theory. In reactivity, the

functional is usually the probability that the steered wave

packet is the target at a given final time tmax. The func-

tional is maximized under the constraints that the laser

fluence remains acceptable and the Schrödinger equation

is satisfied at any time [24]
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F EðtÞ½ � ¼ wðtmaxÞ
�
� wtarget

D E�
�
�

�
�
�
2

�a0

Ztmax

0

dt
X

j

E2
j ðtÞ

� 2<e wðtmaxÞ
�
� wtarget

D E Ztmax

0

dt vðtÞh jot

2

4

�i H0 �
X

j

ljEjðtÞ
 !

wðtÞj i
#

ð15Þ

with a positive Lagrange multiplier a0. Varying the

functional leads to three coupled equations: the

Schrödinger equation for wðtÞj i with an initial condition

wðt ¼ 0Þj i (usual forward propagation), the Schrödinger

equation for the Lagrange multiplier vðtÞj i which must be

solved with a final condition vðtmaxÞj i ¼ wtarget

�
�

E
so that in

practice it is solved by a backward propagation and the

optimum field for each polarization j.

EjðtÞ ¼ � 1=a0ð Þ=m wðtÞ
�
� wtargetðtÞ

D E
wtargetðtÞ
D �

�lj wðtÞj i
h i

ð16Þ

The equations are solved by the Rabitz iterative

monotonous algorithm [24]. We have used the improvement

proposed in Ref. [46]. At each iteration k, the field is given by

E
ðkÞ
j ¼ E

ðk�1Þ
j þ DE

ðkÞ
j where DE

ðkÞ
j is calculated by Eq. (16).

5 Results

In this section, we present the results for the laser control of

the isomerization of Tiele’s ester by a Cope rearrangement.

Specifically, the aim is to design laser pulses which, when

interacting with the sample, induce an isomerization from

the Thiele’s ester form (2a) to the product of its Cope

rearrangement, noted target in Scheme 1, with the corre-

sponding geometries given in Fig. 1. In what follows, we

show that the interaction with specifically shaped laser

pulses can indeed induce this isomerization reaction (Cope

rearrangement), and thus produce a high yield of this

molecule. Within this context, the influence of the sur-

rounding bath plays a key role, and its effects are studied in

detail in Sect. 5.2.

5.1 Control without dissipation

Only the ground vibrational state of the reactant is popu-

lated at room temperature since the energy gap between the

two wells is 0.453 eV. One can consider that the initial

ensemble is a pure case. The initial state is then this first

vibrational eigenvector wðt ¼ 0Þj i ¼ /n¼1j i where the n

labels the eigenvectors. The ground state of the second well

is the fifth eigenvector wtarget

�
�

E
¼ /n¼5j i. We optimize a

field with a duration tmax ¼ 5 ps as short as possible taking

into account a limiting value of the field amplitude of about

0.02 a.u. (1.028 9 108 Vcm-1) to avoid strong fields able

to ionize the molecule and to justify the neglect of polar-

ization effects. We take two linear polarizations along

directions x and y after an analysis of the dipole matrix

elements. As usually in control theory the molecules are

assumed to be oriented in the laboratory else we must

admit that the field acts on the molecules well oriented in

the ensemble. The trial field is chosen so that the localized

vibrational states in the initial well up to the middle of the

barrier are early populated in order to initiate the heating.

Then the OCT finds the field able to cool the wave packet

in the second well. The trial field is given by E
ð0Þ
j ðtÞ ¼

e0sðtÞ
Pnj

k¼1 cosðxktÞ with j = x, y. We choose three fre-

quencies for the x polarization, x12 (1,027.0 cm-1), x23

(1,004.6 cm-1), x34 (977.7 cm-1) and two for y, x46

(943.2 cm-1), x68 (892.0 cm-1) with an amplitude e0 ¼
10�2 a.u. (5.142 9 107 Vcm-1). sðtÞ ¼ sin2ðpt=tmaxÞ is a

smooth switching function. The fidelity defined by the

probability to be in the target state at the end of the pulse

f ¼ wðtmaxÞ
�
� wtarget

D E�
�
�

�
�
�
2

converges at 99.9 % after about

200 iterations. However, to force a limit maximum field

amplitude, we divide the amplitude by a factor two and let

iterate again for 100 iterations. This process is repeated

twice. The final optimal field is drawn in Fig. 4 with its

Fourier transform in which we find the zero-order fre-

quencies mainly used for heating and all the other ones

obtained by OCT to drive the wave packet in the delocal-

ized states and to cool it toward the target.

Figure 5 gives the evolution of the population in the

initial state and in the target as well as in some transitorily

populated states during the control. The states belonging to

the reactant well are drawn in full lines, those of the target

well in dashed lines and the delocalized states in dots. At

the beginning, the heating mainly populates the excited

states of the reactant well using mainly the transitions

proposed by the trial field. Then few highly delocalized

states are transitorily populated and the OCT algorithm

finds the transitions efficient for the cooling from the

delocalized states. Some high frequencies appear in the

Fourier transform of the field corresponding to very highly

excited states but the probability remains very small and is

not drawn in Fig. 5.

5.2 Stability of the control under dissipation

The optimal field is used to propagate the coupled system

of auxiliary matrices by varying the spectral density of the
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bath. The spectral density is taken to be Ohmic with a high-

frequency cutoff xc

JðxÞ ¼ kxe�x=xc ð17Þ

This is fitted to the functional form of Eq. (11) with a

single set of parameters k. We examine three cutoff

frequencies (xc = 400, 900 and 1,700 cm-1), two

coupling strengths (k = 10-3 and 5 9 10-4) and three

temperatures. The coupled system of auxiliary matrices is

solved with 5, 10, and 15 Matsubara frequencies for

T = 300, 200, and 100 K, respectively. The fidelities of the

control are summarized in Table 2. As expected, the

control field optimized without surrounding cannot achieve

a perfect fidelity when dissipation occurs. However, we

have selected examples showing that control is not

completely destroyed and that in the context of reactivity

an acceptable ratio can be obtained.

Upper left panel of Fig. 6 shows the evolution of the

average energy of the field free system �E ¼
Tr Tr� þ Vðr�Þð ÞqSðtÞ½ � during the process and the upper

right panel gives Tr q2
SðtÞ

� �
which is a measure of the de-

coherence of the quantum system. Lower panels of Fig. 6

show the Gabor transform of the field indicating when the

frequencies appear in time

Fig. 4 Optimal field driving the

isomerization in the 1D model

without dissipation and the

corresponding Fourier

transforms

Fig. 5 Probability of populating the eigenstates of the 1D model

during the control without dissipation. Full lines: states of the reactant

well, dashed lines: states of the target well, dots: delocalized states

Table 2 Fidelity f ¼ wðtmaxÞ
�
� wt arg et

D E�
�
�

�
�
�
2

of the control in % for

different temperatures, cutoff frequencies xc and system-bath cou-

plings k (Eq. 17)

k 300 K 200 K 100 K

10-3 5 9 10-4 10-3 5 9 10-4 10-3 5 9 10-4

xc (cm-1)

400 84.7 91.9 89.1 94.3 93.7 96.7

900 83.3 91.1 87.8 93.6 92.3 96.0

1,700 80.6 89.7 85.9 92.8 88.7 96.3
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Fðx; tÞ ¼
Z þ1

�1
Hðs� t; sÞEðsÞeixsds

�
�
�
�

�
�
�
�

2

ð18Þ

where H(s,s) is the Blackman window [47] Hðs; sÞ ¼
0:08 cosð4ps=sÞ þ 0:5 cosð2ps=sÞ þ 0:42 if if sj j � s=2

and Hðs; sÞ ¼ 0 elsewhere and s is the time-resolution

chosen to be s = 0.2 ps. As shown also in Fig. 4, one sees

that the process involves frequencies below 3,000 cm-1

and mainly frequencies around 1,000 cm-1. They operate

principally between 1.5 and 3.5 ps, thus during the crossing

of the barrier. As a consequence, for a low value of the

cutoff, the main frequencies experience a smaller effect of

the surrounding bath, which is clearly confirmed by the

results presented on Table 2. As expected, a higher tem-

perature or an increased coupling strength also increases

the dissipative effects, with the consequence that fidelity of

the control, which was close to 100 % in the dissipative-

free case, drops to about 80 % for the values xc =

1,700 cm-1, T = 300 K and k = 10-3. This increased

dissipative effects are also seen as a loss of the purity

measured by Tr q2
SðtÞ

� �
, given in Fig. 6 (right upper panel).

Interestingly, in Fig. 6 (left upper panel), we find that the

initial heating process is less affected by the dissipation

than the subsequent cooling. Besides, the fact that dissi-

pative effects accumulate in time, one reason could be that

the isomerization proceeds via strongly delocalized states

(see Fig. 5), which experience a higher degree of dissipa-

tion due to the position dependent coupling to the bath. To

which extent an approach which includes dissipation at the

design stage can compensate for this effect is currently

under investigation.

6 Conclusion

We have presented preliminary studies toward the laser

control of a Cope rearrangement in a realistic molecular

system.

Our experimental study of the dimerization of methyl-

cyclopentadienylcarboxylate (1) allowed identifying and

characterizing all the products of the reaction. The process

predominantly leads to Thiele’s ester (2a), but the product

of its Cope rearrangement could not be detected in the

crude mixture.

The control process under study is the further isomeri-

zation of Thiele’s ester at room temperature. In order to

theoretically assess the possibility of laser control of this

reaction, we have in a first step analyzed the reaction path

and the transition state using high-level quantum chemistry

methods. Based on these results, we have constructed a

one- and two-dimensional model where the bond lengths r2

and r3 which achieve the dimerization after the Cope TS,

are chosen as dynamical variables, the most representative

ones of the motion along the reaction path. The one-

dimensional model was used to theoretically construct a

control field using optimal control theory. To assess the

effect of a dissipative environment, we have applied the

obtained optimal control field within a dissipative quantum

propagation using a non-Markovian master equation

approach. As expected, the control yield drops for an

increasing dissipation. However, the objective chosen in

our example retained a high degree of controllability, an

encouraging result in view of a possible experimental

realization. The next steps in our study consist in extending

Fig. 6 Dissipative dynamics of

the system for different cut-off

frequencies xc and coupling k
(Eq. 17) at T = 300 K. The

system is driven by the control

field optimized without

surrounding. Left upper panel:
average energy
�E ¼ Tr Tr� þ Vðr�Þð ÞqSðtÞ½ � of

the field free system, right upper
panel: measure of the purity of

the system Tr q2
SðtÞ

� �
. Lower

panels: Gabor transform

(Eq. 18) of the field showing

when the frequencies operate

during the process
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the control calculation to the proposed two-dimensional

model. Furthermore, a very interesting aspect is the

inclusion of the dissipation at the design step of the control

field, to explore to which extent the external laser field can

compensate, at least partially, for the dissipative effects

caused by the environment. Studies along this line are

currently in progress.
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(c) 2002–2003 by SAS Institute Inc., Cary, NC, USA

41. Ohtsuki Y (2001) J Chem Phys 119:661–671

42. Xu R, Yan Y, Ohtsuki Y, Fujimura Y, Rabitz H (2004) J Chem

Phys 120:6600–6608

43. Breuer H-P, Petruccione F (2003) The theory of open quantum

systems. Wiley, New-York

44. Feit MD, Fleck JA, Steiger A (1982) J Comput Phys 47:412–433

45. Press WH, Flannery BP, Teukolsky SA, Vetterling WT (1989)

Numerical Recipes. Cambridge University Press, Cambridge

46. Palao JP, Kosloff R (2002) Phys Rev Lett 89:188301-4

47. Sugawara M, Fujimura Y (1994) J Chem Phys 100:5646–5655

Theor Chem Acc (2012) 131:1236 Page 11 of 11

123


	Laser control in open quantum systems: preliminary analysis toward the Cope rearrangement control in methyl-cyclopentadienylcarboxylate dimer
	Abstract
	Introduction
	Chemistry of dimerization
	Quantum chemistry investigation
	Model and methods
	System-bath model
	Auxiliary density matrix method
	Optimal control

	Results
	Control without dissipation
	Stability of the control under dissipation

	Conclusion
	Acknowledgments
	References


